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AGENDA

> Call to Order

– Welcome

– Governance Board Update

> IT Service Management Board Recommendations

> Novel Coronavirus (COVID-19)
– Impact on Teaching & Learning

– Impact on UW-IT

– Next Steps

> Major Projects Update
– UW Finance Transformation

– Destination: One

> Advance World-Class Research Strategy

> IT Project Portfolio Executive Review
– UW-IT Major Project Prioritization for COVID-19

> Wrap up
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Governance Board 

Update
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IT Governance Board Update

IT Service Investment Board (March 11)

> Coronavirus Update: A brief update on UW-IT’s response, including securing an enterprise 
Zoom license and supporting the transition to remote instruction and work.

> IT Service Management Board Recommendations for Services and Campus Consistency: A 
presentation on the Board’s final recommendations, focusing on the top seven, with three 
actionable in the near term and four requiring more exploration. Focus is on driving 
consistency across the UW and encouraging use of common tools and process to create 
efficiencies. Of the top three, the recommendation to adopt UW-wide use of Zoom is 
complete, while the other two – investing in enterprise Service Management (UW Connect) 
and promoting 25Live for space scheduling and management – are still under consideration.

> UW Finance Transformation update: Discussion focused on business process redesign and 
the HUBS, with process design workshops planned for this summer and clear direction on the 
HUB model expected by 9/30/20. Questions focused on design of the HUB model, 
involvement of units in decisions about shared services and level of customer service.

> Technology Recharge Fee (TFR) update: The Provost approved the Board’s recommendation 
for a slight increase in TRF rates for FY 2021 to support increased funding for cybersecurity. 
For more information, see the TRF website. 

IT Service Management Board (meets monthly)

> The Board presented its recommendations report to the Vice President for UW-IT and CIO 
(VP/CIO) in early March and to the IT Service Investment Board on March 11. The VP/CIO is 
considering next steps on the top recommendations.
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https://s3-us-west-2.amazonaws.com/uw-s3-cdn/wp-content/uploads/sites/70/2020/03/13153727/IT-SMB-Recommendations-Feb-2020.pdf
https://www.washington.edu/uwit/services-2/recharge/
https://s3-us-west-2.amazonaws.com/uw-s3-cdn/wp-content/uploads/sites/70/2020/03/13153727/IT-SMB-Recommendations-Feb-2020.pdf


Novel Coronavirus 

(COVID-19)
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Aaron Powell
Vice President, UW-IT and Chief Information Officer



Impact on Teaching & 

Learning
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Erik Hofer
Associate Vice President for Academic Services, UW-IT
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Impact on UW-IT
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Aaron Powell
Vice President, UW-IT and Chief Information Officer



QUESTIONS
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Major Projects Update 
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UW Finance 

Transformation
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Brian McCartan
Vice President for Finance, UW Finance & Administration
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IMPLEMENTATION TIMELINE
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WE ARE 
HERE
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UWFT SCHEDULE STATUS – MARCH 2020
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Bluecrane March QA report:

• “Even though the Program experienced changes to their work activities 
as a result of the pandemic, the Program is continuing to meet its 
commitments, working collaboratively with external partners, and 
adjusting to the “new normal” that we are all now experiencing

• “More specifically, in March, the Program made significant strides in 
reducing its risks in three key areas: preparing a more detailed 
schedule, developing a path forward for addressing technical readiness, 
and sharing more information on business process design”

UWFT IS ACHIEVING DELIVERABLES 
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OUR JOURNEY – PLAN AND ARCHITECT 
STAGES 



17

DEFINING OUR GUIDING PRINCIPLES…  

DRAFT SHARED SERVICES DEPLOYMENT PRINCIPLES

1 Shared services should enable process standardization.

2 Avoid re-work.

3 Minimize Workday go-live risk.

4 Establish foundation to achieve efficiency target.

5
Shared services should not be opt-in (We should avoid having ‘opt-in’ shared services, as doing so will result in inconsistent 

processes across the organization and complex Workday configuration) 

6 Hubs stood-up by the time Workday is live (All Regional hubs will be stood-up and operating by the time Workday is live)

7 Build on existing shared services efforts.

8 Local Unit Knowledge.
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Both institutions are at very different, near-end stage points in 
the project lifecycle than UWFT:

> OSU – They were very close to go-live, when attention should be on end 
user involvement for go-live readiness, training and testing – activities 
best completed in-person. In addition, it is particularly risky to introduce 
new software into aspects of their operations (hospital supply chain) that 
can ill afford glitches in the midst of this global pandemic. They have 
extended the launch of Workday to January 2021.

> WSU – They were also close to go-live, but after trending yellow for 
months and falling behind in their testing schedule in January and 
February, their project go-live has been delayed in order to allow more 
time to ensure institution-wide readiness, not in response to COVID-19. 
They have extended the launch of Workday to January 2021. 

A LOOK AT PEERS: OSU/WSU DELAYING 6 
MONTHS 



QUESTIONS
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Destination: One
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Eric Neil
Interim Chief Information Officer, UW Medicine



Destination: One - Update

> D1 Go-live date

– Red

– COVID19

> Lessons learned

—Decision making

—Cohesion – staff, consultants, vendors

> Adjustments made
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QUESTIONS
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Advance World-Class 
Research Strategy

Erik Lundberg
Assistant Vice President, Research Computing & Strategy, UW-IT

Jim Pfaendtner
Professor and Chair, Chemical Engineering

Andrew Connolly
Professor, Astronomy
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Supporting the UW research community, 
with large-scale computing capabilities



Good technology, well-delivered, for a better University

Build technology 

foundations 

Manage

enterprise risk

Support the 

workforce

UW-IT Strategy 2020

Enhance the student 

experience

Advance world-class 

research

Enable academic 

administration

Modernize UW business 

administration

Advance world-class 

research
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Four takeaways from today’s discussion...

> We are doing great work as a collaboration across 
campus

> Coordinated commercial partnerships

> Growth – data center capacity and priority is a 
looming issue

> We are balancing and striving to coordinate the 
support across the breadth of UW’s research base –
big efforts, as well as ‘long-tail’
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A shared strategy, in partnership

> Provide an integrated approach to scientific computing, offering 
guidance to the most appropriate technologies 

> Provide assistance to researchers with their large-scale computing 
needs across the entire research life cycle

> Provide centralized and coordinated delivery of research 
computing services to optimize use of University resources

> We are focused on the large-scale platforms and skills, not 
necessarily the more ‘routine’ research applications (e.g., survey 
tools) 

Ultimately, we are striving to create strategic advantage in 
attracting top faculty and grad students, and advancing scientific 
discovery.
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UW-IT – eScience – Hyak



Leverage and Funding

> Because we have a shared strategy between UW-IT,  
eScience and Hyak Governance Board, we have huge 
leverage from our $2.5M annual central funding.  

> But our funding levels* are well below others...
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*funding as percent of annual institutional budget

➢ Berkeley funding is $5.6M

(3.0B budget)

➢ Georgia Tech spends 11x on 

HPC alone ($6M, 2.0B budget)



Recent Research Highlights...

> HPC outcomes

—UW HPC supports a flagship DOE center on campus related to 
materials synthesis 

—Nature, 2019 (D. Baker research group ), 

— JACS, 2020  (D. Baker + J. Pfaendtner groups)
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Broad engagement produces significant research results



Recent Research Highlights...

> eScience outcomes

—Cloud computing consult: impacts hundreds of researchers & students 
across UW

—Nat’l Alzheimers Coord Center, Gerner immunology  → cloud

—Protein design, genome-protein-cell linkages (pubs in Science, Nature) 

—Large dataset management: Astronomy, oceanography, oncology

—Office hours consultation, the Data Science Incubator and DSSG 
programs, provide over 1,246 hours of service to 110 unique 
individuals from 70 different units, departments, groups, colleges, etc. 
across campus in 2019.

—eScience liaison is a big factor in securing extramural funding 
(2018/2019 > $35M) 
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Broad engagement produces significant research results



Student Research and Education Highlights

> Student Projects supported by Hyak and Cloud through RCC and 
STF

— Machine learning in home health / 3D image reconstruction / product 
design

— reana for jet physics on cloud

— Flow characteristics in continuous supercritical carbon dioxide 
synthesis reactor mixing

— Cultural dimension discovery across US states

— Bus ridership prediction

— Cocobot: A chatbot serving caregivers for children with chronic 
conditions
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We support the research, education and training needs of students



Student Research and Education Highlights

> Developments in graduate and undergraduate curriculum

— Six undergraduate units and 15 graduate units now have options, 
with more on the way.

— JupyterLab - from eScience/UW-IT work to provide tools for 
researchers - is now available for class use through UW-IT. Initial 
rollout for specific courses (Astronomy, MechE, CEE, …) with plans to 
grow and develop based on feedback.  

— Informal education is provided through bootcamps, hackweeks, and 
tutorials with additional education opportunities for students, 
postdocs, faculty and staff.
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We support the research, education and training needs of students



Use cases across campus...

> Biomedical researchers have unique requirements

— Researchers often need to work with confidential and regulated 
data.

— Solution: Create an adaptable secure environment, to run on all 
three major public clouds, and aligned with UW’s risk appetite. 
Requires staff to build and maintain infrastructure, assess risk, and 
assist researchers with Security Plans.

➢Goal: accelerate medical professionals and all researchers who 
have compliance obligations
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Use cases across campus...

> Growing demand for machine learning compute capabilities
— Machine learning is used in broad domains of research, and is now 

being taught across campus: College of Arts & Sciences (applied 
math, astron, physics), College of Engineering (civil eng, computer 
science and eng), College of the Environment, Evans School, and 
Foster School.

— Commodity GPUs cost effective, but data centers require commercial 
CPUs (more expensive). 

— Solution: Make commodity GPUs available through Hyak for research 
and education.

➢Goal: accelerate adoption of ML/DL in research and education
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Strategic Investments we’re working on now

> Expanding ability to handle regulated data (e.g., 
HIPAA initially, CUI)

> Adding machine learning capabilities in partnership 
with CSE  (commodity class GPU nodes as an option to 
regular HPC nodes)

> Add cloud-bursting capabilities to Hyak

> Simplifying cloud access to research community 
(similar to CloudBank, but available to all)

34



Challenges we face

> The research data center users are going to collide at 
some point

> The demands on research computing are expanding 
well beyond the traditional domains (driven by 
AI/ML) - we need to coordinate the expansion, 
leverage the community, and expand to meet the 
need

> Data storage and management are challenges that 
needs a holistic response
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Discussion Points

1. Commercial partnerships and philanthropy

2. On-campus partnerships

3. How do we scale to meet the needs in a balanced way
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Discussion – 1. Corporate and Foundation Relations

> Current engagement with commercial companies (NVIDIA, 
cloud providers, Intel) is often undertaken at individual 
faculty level or for specific projects. We want to build a more 
strategic engagement approach to...

– formalize the commercial  engagement  approach with cloud 
providers, hardware vendors, ML researchers

– coordinate purchases to buy the right/best solutions

– create a public/private partnership in the space

– partner with UW Corporate Foundation Relations to do this

> Is there any reason NOT to pursue this?
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Discussion – 2. On Campus Partnerships

a. How best to engage with the IRB? 

b. Who else on campus should we be partnering more deeply 
with? 

c. Could the Strategy Board help with encouraging other 
potential customers?  e.g,  IHME
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Discussion – 3. How do we scale to meet the needs?

> Data science options are spreading across campus
—New opportunities for collaboration and engagement: Statistical 

Consulting,  Biostatistics Consulting Services,  Center for Statistics and 

the Social Sciences,  ITHS Research Services

—Support of this growth will require investments in personnel, hardware 
and space

> AI/ML is becoming integrated across many domains of research 
—Hyak provides a cost effective introduction to small and medium scale 

ML capabilities but will reach space limits in the near future. 

— Training users in appropriate methodologies will require expansion of 

educational component

> As research relies on software and infrastructure, software 

engineers who support research platforms could become an 

important (shared?) component of our program

> With limited resources we need to balance the use of funds 

and investments
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https://www.stat.washington.edu/news-resources/consulting
https://www.biostat.washington.edu/research/consulting
https://www.csss.washington.edu/consulting
https://www.iths.org/investigators/services/


Four takeaways from today’s discussion...

> We are doing great work as a collaboration across 
campus

– and seek to expand  by working more closely 
with other groups

> Coordinated commercial partnerships

> Growth – data center capacity and priority is a 
looming issue

> We are balancing and striving to coordinate the 
support across the breadth of UW’s research base –
big efforts, as well as ‘long-tail’
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QUESTIONS
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UW Project Portfolio -

Executive Summary
Erik Lundberg
Assistant Vice President, Research Computing & Strategy, 
UW-IT
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UW-IT Major Project 

Prioritization for COVID-19
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QUESTIONS AND 

DISCUSSION


